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ABSTARCT:

Recently, security has become a key issue in infoation technology as the number of computer security
breaches are exposed to an increasing number of seity threats. To identify these malicious threats
various data-mining and machine learning algorithmsand techniques have been developed for intrusion
detection systems (IDS) and are used for protectingpmputers and networks from the different malicios
attacks and threats. In existing IDS system the maral tuning process depends on the human operators
in working out the tuning solution and it integrates it into the detection model. This paper focusesno
intrusion detection system which makes the tuning w@omatically. The key idea is to use the binary
SLIPPER as a basic module, which is a general purge rule learning algorithm based on confidence-
rated boosting. This system is evaluated using thélSL-KDD intrusion detection dataset. An
experimental result shows this system with SLIPPERalgorithm gives better performance in terms of
detection rate, false alarm rate, total misclassifiation cost and cost per example on NSL-KDD dataset
rather than that of on KDD dataset.

Keywords-Intrusion, attacks, confidence value, false posftilse predictio, total misclasification cost, tng.

I.  INTRODUCTION

Securing important data from malicious users hankelong time concern for many both in the induss
well as in research. Nowadays many applicationschvtdccess large databases over a network the needs
detection of unauthorized intrusion. The inspecfoocess and event monitoring of the network irtftecsure
is mostly performed using Intrusion Detection Syse(IDSs) [C. Lin and J. Leneutre (2009)], incluglin
network-based IDS (NIDS) [Zhang Jiong et al. (20@8) host-based IDS (HIDS) [J. K. Hu et al. (2009)
recent years, to protect the computers and netwibksiumbers of different intrusion detection sysehas
developed by the intrusion detection community. klpmore IDSs are developed, network security
administrators are confronted with the task of yziay enormous of alerts resulting from the analysi
different event streams, but still there are sosseies [Eric Maiwad (2001)] that should be considethe
current IDS like low detection rate, high miscléissition cost, and high false positives.

The rest of this paper is organized as followstiBedl covers the related work in IDS. Sectibh describes
proposed work and datasets used in this systemrigflyo Section IV explains rule set creation and
experimental results and finally, this paper enidh woncluding remarks in sectidh

Il. RELATED WORK

Multiclassifier system [M. Sabhnani and G. Serp@004)] built a using multilayer perceptons, K-means
clustering, and a Gaussian classifier and machéaening algorithms on the KDDCup’99 dataset. This
approach evaluates performance of patterngréton and machine learning algorithms omrfattack
categories of attacks as found in the KDD 99G@up intrusion detection dataset. The TMClo$ t
multiclassifier system is 71 096, and the costepample is 0.2285. However, the significant dravbafctheir
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system is that the multiclassifier model was bbésed on the performance of different sub classifm the
test dataset.

An approach [Latium Khan et al. (2007)] proposeddetecting the various attacks and anomalies.aBack
classification they used Support Vector MachinegM$ This approach was compared with the Rocchios
Bundling techniqueAccuracy rate of this SVM + DGSOT is the best f@®type of attack, which is 97% and
it is improved as compared to pure SVM. False Negatte is lowest (3% for DOS) for SVM + DGSOT and
False Positive rate is as low as pure SVM (2%) wasifor U2R type of attacks the performance is.dodhis
case the accuracy is found only 23% with Falset®esll00% and False Negative 76%. Tsong and et al.
[Hwang et al. (2007)] presents a three-tier aethitre of intrusion detection system which consaftsa
blacklist, a whitelist and a multi-class SVM cldi&si They designed three-tier IDS based on the KD
benchmark dataseThey prepare a blacklist at the first tier and aitedist at the second tier. They used
multiclass SSVMs classification method at the thiedt to classify anomalies those detected by ikitento

the four attack categorieEhe detection performance was found up to 94.7184laa false alarm rate was only
3.8%. They concluded that their results are béiian those of KDD'99 winner’s.

Proposed method for [Weiming Hu et al. (2008)] atrusion detection algorithm based on the AdaBoost
algorithm. To learn the classifier he uses therdiscAdaBoost algorithm. In their algorithm, thesed a
decision stumps as weak classifiers. By using #élyarFalse alarm rate ranges from 0.31-1.79% wéttection
rate 90.04%-90.88% as compared to Genetic Clugtenigthod giving 0.3% false alarm rate with detectiate

as 79%. and RSS-DSS method giving 0.27%-3.5% fken rate with detection rate varying from 89.2% t
94.4%. [R. Agarwal and M. Joshi (2008)] proposedimaproved two stage general-to specific framework
(PNrule) for learning a rule-based model and dgyadoa new solution framework for the multi-class
classification problem in data mining. The methees$pecially applicable in situations where diff¢reasses
have widely different distributions in training datThey applied the technique to the Network Irtnus
Detection Problem (KDD-CUP'99). The proposed maugisists of positive rules that predict presencthef
class, and negative rules that predict absenceeo€lass. For multiclass classification, a cossiime scoring
algorithm was developed to resolve conflicts betwemiltiple classifiers using a misclassificatiorsttmatrix,
and the final prediction was determined accordmd@ayes optimality rule. The Total Misclassificati€ost
(TMC) is 74 058, and the Cost Per Example (CPB)2881 when tested on KDDCup’99 dataset.

[Kumar et al. (2009)] applied RIPPER to KDDCUP’9atakset. RIPPER binary learning algorithm is an
optimized version of IREP algorithm to reduce eonrarge datasets. RIPPER was selected to tnaiodz! on
the 10% subset of the training dataset, and temteehtire test set. The Total Misclassification 0esr3622,
and the Average Misclassification Cost is 0.236RjcW is same as the third rank of the contest.f§&te
Zanero et al.(2004)] proposed a novel architectuhich implements a network-based anomaly detection
system using unsupervised learning algorithms. Tdescribed how the pattern recognition featurea 8klf
Organizing Map algorithm can be used for Intrudb@tection.Their final goal was to detect intrusioseparate
packets with anomalous or malformed payload frommab packets The prototype was ran over various @&y
the 1999 DARPA dataset. A 66.7% detection rate \aihfew as 0.03% false positives was obtained. The
detection rate was maximum up to 88.9% for thre$lB009% with a false positive rate 0.095%. [Zhen¥gi

et al.(2007)]. They presented an automaticallyrtgnintrusion detection system, which controls thenher of
alarms output to the system operator and tunededtextion model on the fly according to feedbaakjated by
the system operator when false predictions aretifilzh The system was evaluated using the KDDCp’'9
intrusion detection dataséthey proposed an adaptive and automatically ingumtrusion detection system,
ADAT: Here, a prediction filter is used to push wpthe most suspicious predictions to the systematpeto be
verified.. Second, the system tunes the detectiodeinwhen false predictions are identified and stdjuhe
tuning strength based on monitoring the performasfcthe detection model on earlier da#AT reduced
total misclassification cost (52294 as compared@d77 of MC Slipper) by 25.5%, while increasing rale
accuracy by 1.78%. Compared to the automaticatyntmIDS with delayed tuning, ADAT reduced TMC by
6.76%. To build the optimal decision forest [Stefaedanero et al.(2004)]. Levin proposed Kernel MiriEne
tool won the second place in the KDD'99 contesglébal optimization criterion was used to minimae&alue
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of the multiple estimators including the total MThe 10% subset of the training dataset was uséditd the
decision forest. The Total Misclassification CoBMC) is 73243, and the Average MisclassificationsCis
0.2356.

From the literature survey it is observed thatddllabove proposed system were used a two most @opul
benchmarks i.e. KDDCUP’99 dataset and RIPPER bimaky algorithm for evaluating the performance of
existing IDSs, but these benchmarks has the sedexabacks and they are as follows:

1. KDDCup’ 99 dataset suffers from two deficiencies:

A. Duplicate Records

The first important drawback of the KDD data sethie huge number of duplicate records. AnalyzimPK
train and test sets, it may found that about 78% #% of the records are duplicated in the traic &@st set,
respectively. This large amount of redundant resamcthe train set will cause the classifier tobiesed more
towards the more frequent records, and thus pravdram learning less frequent records which aseally
more harmful to networks such as U2R attacks.

B. Unequal Distribution of Connection Types

The second drawback of the data set lies with tbeilolition of its 5 classes — Normal connectiond ¢he 4
intrusion types: DOS, probe, U2R, R2L. The DOS &mal connection comprise a 98% of the entire odbin
data set, and 97% of the improved dataset, aftapving duplicate instances. This imbalance make®ry
difficult to train classifiers on the training send results in having extremely poor detectioagat

2. RIPPER was used in MADAM ID [Mansour M et al. (®)] to select features and build classifier models
This algorithm also facing some problems as follows

* The rule sets produced by RIPPER & IREP are largarsize

» It achieves higher error rates

» Less efficient on the larger size datasets

» Less efficient in terms of determining false pasiti

3. In most of the existing IDS system, tuning is petformed and if performed it should be done miyaad
existing IDSs uses all the 41 features of datesstrds. But it is observed that some of the featare not
essential while creating the rule sets.

. PROPOSEDWORK

The figure given below shows the flowchart of pyepd work. From the figure the data preprocessepaes
the binary training dataset from the original thaghdataset and then create the rule sets by (&ihgPER
algorithm. Then next prediction engine analyzes and evaluaseh obtained data record and makes the
prediction according to the prediction model angorés the prediction result to system operaystem
operator then verifies the result and marks falgeliptions which are then fed back to the modeétunhe
model tuner tunes the model automatically accortintye feedback received from the system operator.

It uses NSL KDD dataset and SLIPPER as a a bindeylearning algorithm.

NSL KDD DATASET DESCRIPTIONS

NSL-KDD is a data set [15] suggested to solve sofrthe inherent problems of the KDDCup'99 dataaset

has some advantages over KDDCup99. This datasetsiution to solve the two issues mentioned im las

section. This data set has the following advantages the original KDD data set [Wenke Lee et &l0@)]:

» The learners will not be biased more towards theermfrequent records since it does not include rddah
records in the dataset.

» The performances of the learners are not biasetthdynethods which have better detection rates en th

frequent records because of absent of redundemtd®in the train set
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» Equal distribution of connection type i.e. the nanbf selected records from each difficulty levedgp is
inversely proportional to the percentage of recamdte original KDD data set.

Datase

v

Data Pr-processin

v

Prediction Enain

v

System Operat

Model Tunne

Figure 1 Flowchart of system

e STEPSOF | MPLEMENTATION

A. Data Pre processing

Initially preprocessing is done on original traigidata sets to build a binary classifier for edes< and it
generates proper training data for each class.piimized preprocess procedure to reduce disk ieaddwn in
algorithm given below. For each training exampi¢hé label is not the target class name, thenghahne it to
an unused class name, such as “other”, otherwesg the label same.

Training Set T: {(featurg label )}, i=1....N &

Class Set C:{(cnamecounter;, fnamg)},

j=1.... M, where label€ { c.cname | € C }
For each training examplect T
For each class€ C
If t.labe¥ c.name then
assign “other” to t.label
c.Counter + +
output t to c.fname
restore t.label
Optimized preprocessing algorithm
B. Creation of Rule set

SLIPPER algorithm is used to learn the set of kirdassifier from the binary training datasebrmally, it is
based on confidence-rated boosting, a variant @Badst. Rulesets created by SLIPPER are compréddiensi
moderate in size. Following are the steps of SLIRRIgorithm:-

1. Train the weak-learner using current distribution D

a) Split data into GrowSet and PruneSet
b) GrowRule: Starting with empty rule, greedily adahditions to maximize the equation
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c) PruneRule: Starting with the output of GrowRuleletlee some final sequence of conditions to
minimize where g iscomputed using equation (3) and GrowSet
d) Return as Reither the output of PruneRule or the default,naleichever minimizes the equation

Z=1—(WH- VW) s )
2. Construct ht: X»R
Let Gbe given by
1 W+ +1/(2n
G- In () 3)
Then
cery _ JCBE, if xe Rt
atl) = I 0, otherwize = (4)
3. Update:
a) For each x& Rt, set D@— D(i)/exp (yi. &)
b) Let Z=X%, D(i)
c¢) For each xi, set D(i)= D(i)/ Z
Output final hypothesis
Hiwe) = sign | Barx sﬁrlth) """" ()

In SLIPPER, a rul is forced to abstain on all #at&records not calvéneR and predicts with the same
confidenceCy on every data recordcovered byR

0. ifee R
W, andW. represent the total weights of the positive anchtieg data records, respectively, covered by rule
Rin the round of boosting the rule, which was binilt
C. Prediction Model
The prediction model in this system consists oé fbinary prediction engines together with a findliter.
After the analysis and evaluation on to the obthingut data, each binary prediction engine gives a
prediction result according to its binary classifiand the final arbiter determines and reportsrésailt to
the system operator.
The binary prediction engine is the same as tha figpothesis in SLIPPER, which is

H(=) = sign (E CRt) ----------- @)

Rt:xeRt

ER‘:[:: In fﬁ}_. ifme R ©)

D. Model Tunner
During tuning, the associated confidence valueschenged to adjust the contribution of each rul¢hto
binary prediction. Consequentially, tuning ensutest, if a data record is covered by a rule indhginal
model, then, it will be covered by this rule alsothe tuned model and vice versa. To limit possgite
effects, change the associated confidence valugssitive rules as a default rule covers every datard.
During tunning, tunned confidence value is obtaibgd

p.CR, if RaP

P — AT e
ca= Iq.r.TR, if RalN ®)

IV. IMPLEMENTATION AND RESULTS

A. Creating Rule set
In the experiment, Output of binary classifiersrige set which contains the rules for particulgvetyof
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attack and default rule. The proposed work cretitesulesets for five types of attack and for drepthe
rulesets only essential features are used. Rulesstted by SLIPPER are comprehensible and modierate
size. SLIPPER uses only the essential featureetiiecthe ruleset.

B. False Prediction

In the experiment, the KDD dataset is used with RIEPER learning algorithm for finding the false
prediction count. It is determined by comparing itiyguts files in the datasets with the output fildere the
selected rule with positive confidence is compawvéti a default rule with negative confidence toeatstine
the result of boosting.

Table | False Prediction on KDD dataset Table Il False Prediction on NSL- KDD dataset

False Prediction Output EJ@”E] B Falsc Prediction Output EJE”E]
IDugnack 391%‘:ut 36:-'(31?0pm g?;?i Prem; poottack __lnput | Cutput  FPalse Pre...
IREL 1061 1081 20 IR2L 444 453 g

UZR 52 #3377 43325 UzR 26 35444 as5418@
IF'robe 4436 11443 ooz I |F'r0be 3272 10965 763 T
INormal ar2zs T4EST 22577 INormaI T4522 58773 147449

Total 493871 493872 100703 = Total 455820 4556325 86234 =

In the experiment, the NSL-KDD dataset is used wWithSLIPPER for finding the false prediction caount
is calculated by comparing the inputs files in da¢asets with the output files.

C. Tunned Confidence Value
Here the KDD dataset is used with RIPPER algoritiomdetermine the confidence value and tunned

confidence value. Here the tunning is done manudlhe detection rate is 93.78 % and false alarm isat
6.2 %.

Tunned Confidence Value on KDD Tunned Confidence Value on NSL KDD
Datsets 120

120 100

100

80
80

60 -
60 - W Tunne Confidence Value
H Conficence Value 40 -
40 +

20 - 201

DOS U2R R2L Probe DOS U2R R2L Probe

Figure 2 Tunned Confidence value on KDD Dataset Figure 3. Tunned Confidence value o l{®D Dataset

From above figure the NSL-KDD dataset is used V8tHPPER algorithm to determine the confidence
value and tunned confidence value. Here the tunalggrithm is used to improve the tunned confidence
value. The detection rate is increased up to®%2and false alarm rate is decreased up to 2. Théo.
detection rate and false alarm rate are deternbgeding following formulas:

Detection Rate = Number of attacks detected divledo. of attacks present in the datasets.

FAR= Number of normal connections wrongly deteciedttack divided by total no. of normal connedion
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D. Performance Comparison Graph
The figure below shows the confidence value, detectte and false alarm rate on KDD

Confidence & Tunned Confidence DR & FAR on KDD and NSL KDD Dataset
Value on KDD Dataset 1o

120 100
100
80
60 60 H Detection Rate

80

Valuesin %

40 i arm Ra
m W False Alarm Rate

DCS UR R2L Probe
‘lumf\dence Value 66.69 90.1 62.96 97.65 0
‘lTunned Confidence Value|  46.68 96,1 6296 97,65 Kbb NSLKDD

Figure 4.Confidence & Tunned Confidence value orDKDataset  Figure 5. Detection Rate and FalaenARate on KDD & NSL
KDD Dagis

Parmeter Comparison on Datasets
7000000.00%

£000000.00% /A\
L, 5000000.00% .\
4
4§ A0000U0.U% // \\
E
§ 3000000.00% // \\
a

2000000.00% /, \

1000000.00%

0.00% —
DR FAR IMC Pt

—+—KDD Dataset Y3./1% b.22% 53449 0.2038
~8—NSLKDD Dataset|  97.20% 2.79% 51291 0.1745

Figure 6. Graph showing performance comparison atagts

Above table shows performance comparison of varipaiameters on KDD & NSL KDD Datasets. The
detection rate is increased by 3.43 % on NSL-KDaskt and false alarm rate is decreased by 3.44 B&h -
KDD dataset. Total Misclassification Cost (TMC) a@idst Per Example (CPE) are also decreases. Thk res
on NSL-KDD dataset with the SLIPPER algorithm istéethan that of on KDD with RIPPER algorithm.

V. CONCLUSION

Attacks on the network infrastructure presently arain threats against network and information sgcur
Therefore the security is one of the crucial issnemodern computer system. Intrusion detectioryplane of
the key roles in computer security techniques arahe of the prime areas of research. The propeeddaims
at discovering an efficient binary rule learningaithm and applying that algorithm on NSL KDD dst In
this approach tuning is to be done automaticallyigiyng model tuning algorithm. In order to allowmhed the
model easily and precisely without affecting thst iif the model, It uses rules to represent thdigtien model
and it uses only essential 17 features of each sktaecord. Implementation and result shows thatthis
system by using SLIPPER algorithm as a basic mooalslSL-KDD gives detection rate as high as pdasib
and false alarm rate, total misclassification @t cost per example as low as possible when ceadparthat

on KDD dataset.
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